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Abstract. Business Process Mining is considered one of the merging fields that focusses 

on analyzing Business Process Models (BPM), by extracting knowledge from event logs gener-

ated by various information systems, for the sake of auditing, monitoring, and analysis of busi-

ness activities for future improvement and optimization throughout the entire lifecycle of such 

processes, from creation to conclusion. In this work, Long Short-Term Memory (LSTM) Neural 

Network was utilized for the prediction of the execution of cases, through training and testing the 

model on event traces extracted from event logs related to a given business process model. From 

the initial results we obtained, our model was able to predict the next activity in the sequence 

with high accuracy. The approach consisted of three phases: preprocessing the logs, classifica-

tion, and categorization and all the activities related to implementing the LSTM model, including 

network design, training, and model selection. The predictive analysis achieved in this work can 

be extended to include anomaly detection capabilities, to detect any anomalous events or activi-

ties captured in the event logs.  
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1 Introduction 

Business process mining or process mining is an emerging research area that 

gained increasing attention in both academic and industry. It aims at analyzing Busi-

ness Process Models (BPM), by extracting knowledge from event logs generated by 

various information systems, for the sake of auditing, monitoring and analysis of busi-

ness activities for future improvement and optimization throughout the entire lifecycle 

of such processes, from creation to conclusion [1]. It is also useful when detecting po-

tential exceptions or anomalies in the logged workflow, and hence help identify the 

source of such exceptions and modify them accordingly.   

Typically, a business process may be defined as a group of linked activities produced 

for a particular purpose [2]. A business process has a number of attributes, has a partic-

ular goal, needs a certain input, produces a certain output, has a series of events or 

activities carried out in a predefined order, might need some resources and involve a 

number of owners [3]. There exist various representations and notations of business 



2 

processes, including Unified Modeling Language (UML), Business Process Model No-

tation (BPMN), Event-driven process chain (EPC) and Petri Net Markup Language 

(PNML) [2]. 

 

Due to the availability of event logs produced from different information systems, 

typical process mining techniques are utilized in process discovery, conformance 

checking, and model enhancement. Hence, providing valuable business perceptions and 

insights [4].  

In this context, event logs can be considered important means for extracting 

knowledge about the sequence of activities, making it possible to discover, monitor and 

improve such processes in different application domains of interest.  

However, those typical systems do not have the ability of making predictions about the 

next activity in business processes.  

 Recently, the growth and spread of Machine Learning (ML) algorithms in the field 

of process mining, and predictive analysis has become a motivation of using them in 

performing accurate predictions of future events and activities in business processes, 

by analyzing logged historical activities and events, extracted from event logs. Such 

methods include parametric regression [7], Naive Bayes classifier [5], and predictive 

clustering tree inducer [6].  

 Besides, and due to the large volumes of data presented by the extracted event logs, 

deep learning approaches can outperform those typical process mining approaches, 

bringing more accurate predictions about future events in each event log trace, through 

analyzing data from previous events. Deep learning approaches including deep neural 

networks have been widely used in predictive analysis and process mining [8]. 

In this paper, a Long Short-Term Memory (LSTM) Deep learning model is used to 

predict the next activity of a given business process. LSTM is one type of Recurrent 

Neural Networks (RNNs) that based on the literature, has been used extensively in time 

series analysis and sequential problems [9], [10], [11]. The model presented in this work 

has been trained on event logs that represent procurement scenario, allowing for pre-

dicting the next activity on a given trace of events that follow another activity or a series 

of activities as an input. To validate our approach, we obtained our preliminary results 

based on a dataset comprising of 300 traces. The test performed on the trained model 

showed that it was able to predict the next activity in our business process model pre-

sented.  

The structure of this research is organized as follows: Section 2 survey some related 

work in literature, Section 3 describes our proposed approach, Section 4 demonstrates 

results and analysis, and Section 5 presents a discussion of our research findings and 

future work to be done in this area. 

2 Literature Review  

2.1 Process Mining  

Process mining may be defined as the area that resides between data mining and 

Business Process Modelling (BPM) and analysis. The main goal of process mining is 

analyzing Business Processes through the extraction of knowledge from event logs 
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generated by different information systems, to support the activities related to auditing, 

monitoring and analysis of business activities for future improvement and optimization 

throughout the entire lifecycle of such processes, from creation to conclusion. Several 

process mining algorithms exist in literature to support the activities of conformance 

checking, performance analysis, decision mining, organizational mining, predictions, 

and recommendations [12].  

  

In process mining, data related to events and activities of a given business process are 

recorded in event logs, which may be defined as a “hierarchically structured file with 

data on the executions of business processes” [13]. Event logs are considered the input 

to process mining, and typically contain traces of several executions of the same busi-

ness process. A case or trace is a collection of related events within a single instance 

of the business process. An event or activity is a single atomic part of the trace, that has 

several attributes describing it, beside other information related to updating the state of 

such events, for example (Notify Delivery of the parts). Other attributes of events may 

include resources allocated and timestamp [14]. The following figure illustrates the re-

lation between and event log, a case and event.  

 

 

 

 

 

Fig. 1. Relation between Log, case, and event 

According to [13],the three main tasks of process mining are: Process Discovery, 

Process Conformance and Process Improvement. Process discovery involves the use of 

event log as an input and the output will be the corresponding business process model 

without any previous knowledge of it [13]. Process Conformance Checking involves 

the comparison between a business process model and the event log generated via exe-

cuting the same process model [13]. Such comparison helps evaluates whether the log 

information and the model are equivalent. Process Improvement involves applying any 

enhancements on the current model using the current information from the log.   

Although event logs can be in either structured or unstructured, but nowadays, the 

eXtensible Event Stream (XES) format is the standard format for event log specifica-

tion [15], considered as the ‘de facto’ standard for storing event logs by the IEEE task 

force, and it was preceded by the format Mining eXtensible Markup Language 

(MXML) , enabling the exchange of event data between diverse systems and employing 

process mining techniques[15].  
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2.2 LSTM Neural Networks 

Recurrent Neural Networks (RNNs) and its variant the Long-Term-Short Memory 

(LSTM) have been used extensively in time series analysis and sequential problems. 

RNNs have two types of input, present and recent past. RNN use both types of input 

to verify how they behave in case of new data. In other words, at any given time, the 

output of a RNN at time step t-1 affects its output at time step t. LSTMs are considered 

more efficient at obtaining long-term temporal dependencies [16]. The information 

contained in LSTMs are beyond the normal flow of the recurrent network in a gated 

cell. Such Information can be stored, written, or be read from a cell, like data in a com-

puter’s memory. The cell is able to make decisions about what should be stored and 

when it should be allowed to read, write, and delete, through gates that open and close. 

Such gates are implemented with the multiplication of elements by sigmoid, resulting 

in having all in the range of 0-1 [16]. 

 

In the area of process mining, there exists several research works been conducted 

related to utilizing LSTM in predicting next event in business processes. In [17], the 

authors proposed the question of how to use Deep Learning techniques to train accurate 

models of Business Processes behavior from event logs. The proposed approach trained 

a neural network with LSTM architecture, in order to predict the sequence of next 

events, their timestamp and associated resources. An experimental evaluation on real 

life event logs has been performed and showed that the proposed approach outperforms 

previously proposed LSTM architectures targeted at this problem [17].  

 

In [18], authors extended the body of research in this area by testing four different var-

iants of Graph Neural Networks (GNN) and a fully connected Multi-layer Perceptron 

(MLP) with dropout for the tasks of predicting the nature and timestamp of the next 

process activity.  

 

On the other hand, [19] proposed a model that is composed of Convolutional Neural 

Network (CNN) to forecast the next business activity. The use of CNN in process 

mining was justified by guaranteeing high accuracy in predictions of next activity, 

and according to the authors, CNN has achieved faster training and inference than 

LSTM, even when the processes tend to have longer traces.  

3 Proposed Approach 

3.1 Example Business Process 

For demonstration purpose in this paper, we focus on a generic business process for 

a procurement scenario illustrated in Fig 1, (The real work is also performed on similar 

scenarios provided by our project industrial stakeholders). 
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3.2 Simulate Business Process and Generate Event Logs 

For this purpose, we used ProM 6.101, that is a well-known Process Mining tool 

developed by Developed by Process Mining Group, Math and CS department, Eindho-

ven University of Technology, and has several capabilities related to simulation of busi-

ness processes, as well as log generation capabilities. Table 1. provides a snapshot of a 

generated event log resulting from the simulation. 

 

Fig. 1.   Procurement Business Process 

3.3 Architecture.  

Fig 2. Illustrates the architecture of our approach to predict the next activity in the 

procurement business process using LSTM , adopted from [20]. The approach is com-

posed of three phases: 1) Preprocessing of Event log, 2) Classification and 3) Predic-

tion.  

Phase 1: Event Log Preprocessing: 

This phase is divided into three steps:  

Data Extraction:  

In which we decide on which attributes we will select from the event log needed for 

the prediction, in our case the “Activity” attribute.  

 

Trace Identification:  

 
1  http://www.promtools.org/doku.php?id=prom610  

http://www.promtools.org/doku.php?id=prom610
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 In this step we identify the traces representing different cases in the event log, each 

case is represented by the corresponding trace. Those traces are extracted and appended 

to a text file, preserving their order in the original log.  

Segmentations:  

After identifying the traces in the previous step, we divide each trace into a set of 

activities/events. Each event is then converted to a sequence of integers, comprising a 

two sequence lists of “integers”, the fist contains is the list of activities (X) and the  

 

Table 1.     Snapshot of a generated Event Log 

 

 

second of output activities (Y). Then, the sequence of input activities (X) is converted 

into a 2-dimensional matrix composed of both number of sequences and the maximum 

length of sequences.  

Phase 2: Classification 

In this phase we convert the sequence of integers of output activities (Y) obtained in 

the previous step into one hot encoding representation, identifying that the number of 

classes will be equal to the size of the vocabulary.  

Process 

ID  

Activity  Timestamp 

1 Parts Required  2010-12-30T11:02:00.000+01:00 

1 Retrieve Parts from Storage 2010-12-31T10:06:00.000+01:00 

1 Parts Retrieved from Storage 2011-01-05T15:12:00.000+01:00 

2 Parts Required  2021-01-26T21:06:18.849+03:00 

2 Specify Quantify Requirements 2021-01-26T21:12:18.849+03:00 

2 Specify Quantify Requirements 2021-01-26T21:13:18.849+03:00 

2 Complete PO 2021-01-27T21:23:03.707+03:00 

2 Check PO 2021-01-27T21:25:03.707+03:00 

2 …. ….. 

3 Parts Required 2021-01-30T22:18:32.555+03:00 

3 Specify Quantify Requirements 2021-01-30T22:19:32.555+03:00 

3 Complete PO 2021-01-31T22:28:32.555+03:00 

3 Check PO 2021-02-01T22:14:41.262+03:00 

3 Specify Quantify Requirements 2021-02-02T22:27:41.262+03:00 

3 ……. …… 

4 Retrieve Parts from Storage 2021-02-22T23:03:01.460+03:00 

4 Parts Retrieved from Storage 2021-02-22T23:04:01.460+03:00 

4 ……. …… 

5 Parts Required 2021-03-26T23:00:32.002+03:00 

5 Retrieve Parts from Storage 2021-03-26T23:00:38.002+03:00 

5 ……. …… 
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Fig. 2.    Proposed Architecture  

Phase 3: Prediction  

 

This step is furtherly divided into three sub-steps:  

Network Design:  

In which we defined the design of the LSTM network in terms of input, hidden and 

output layers, along with specification of needed parameters.   

Network Training:  

 In this step we train the LSTM network using dataset composed of the sequence list 

of integers represented by the activities in matrix (X), and the one hot representation of 

matrix (Y).  

Model Selection:  

Proceeding the training phase, in this step the model of LSTM with best results will 

be identified as the final model. Such ‘best results’ including high accuracy would be 

the best one to make accurate predictions. Otherwise, another iteration on training and 

adjustments of the parameters will be needed.   

Prediction:  

This is the output generated by the LSTM model, which is the prediction of the next 

activity in the in the business process stated earlier, from a single input activity or a 

series of activities.  
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3.4 Implementation.  

Table 2 lists the parameters configured for the LSTM network. For training the net-

work, we used an event log of with 300 traces and 60 different activities in the log. 

During the training phase, the number of sequences that were identified was 4321. To 

elaborate more on the ways LSTM network works, the network accepts as input a single 

activity or a sequence of activities, and based on a value specified by the user, a number 

of predicted activities will be performed. Table 3 lists the names of the activities cap-

tured in the business process, along with their acronyms for simplifying the represen-

tation of the activity name instead of the full name. For example, SAQR represents the 

activity “Specify and Quantify Requirements”, and CPO is the acronym for “Complete 

Purchase Order”.  As part of the implementation, Keras [21], which is a python library 

that enables us to build deep learning models.   

Table 2.     LSTM Model Parameters with their configured values 

Parameter  Value 

Epochs 200 

Optimizer Adam 

Loss Categorial Cross entropy 

LSTM Units  100 

Batch size  20 

Table 3.     Activity Names with their acronyms 

Activity Name  Acronym 

Part Required  PR 

Retrieve Parts from Storage  RPFS 

Specify and Quantify Requirements  SAQR 

Complete Purchase Order  CAPO 

Check Purchase Order  CPO 

Create Order Template from PO COTFPO 

Approve Purchase Order  APO 

Receipt of Goods  ROG 

Adjust Order Status AOS 

4 Results  

Table 4 exhibits some of the obtained results from our proposed model.  The first 

column in the table shows the input activity, which is the one that was passed to the 

LSTM model as an input to the prediction phase. The target activity is the anticipated 

activity (or activities), i.e., those activities with highest probabilities of the targeted 



9 

prediction, according to the weight of each activity. Results showed that the model pro-

posed was able to predict the next target activity with high precision, with 85% accu-

racy. Fig 3 depicts the training versus validation loss for the model, and fig 4 illustrates 

the model accuracy.  

 

 

Fig. 3.    Training vs. Validation Loss 

 

Fig. 3.    Model Accuracy 

Table 4.     Sample results of Prediction 

5 Conclusion  

Deep learning methods including LSTM can be used in predicting the next activity in 

a given business process model, with 85% accuracy. In this work, we utilized LSTM 

neural network model for such a task, by training it on traces of events extracted from 

No. Input Activity  Target Activity  Output Activity 1  Output Activity 2  

1 PR  SAQR|RPFS SAQR  RPFS 

2 CAPO  CPO|CV| CPO  

3 COTFPO  APO|ROG|AOS APO ROG  

4 CAPO CPO|CV|COTPFO CPO CV 

5 PR  RPFS RPFS   
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event log of a simulated procurement business process. Such an approach can be used 

for process improvement and auditing business process models. As future work, we 

may test our proposed model on real world event data, and we may extend it to involve 

anomaly detection component, to detect anomalous events in the sequence of traces, 

namely, contextual anomalies using LSTM neural networks.  
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