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Abstract. Companies are continuously trying to deliver products on time. How-

ever, traditional tools such as product lifecycle management, critical path 

method, and program evaluation and review technique cannot predict product 

development span time with reasonable accuracy. Product development involves 

large, multidisciplinary teams designing complex, interdependent systems; so, 

predicting span time is challenging. We have modelled product development mi-

cro-activities to predict project span time and effort. The model uses a knowledge 

perspective where the difference between product knowledge requirements and 

designer knowledge capability drives product development speed. We simulate 

both process tasks and team behaviour, which are influenced by product com-

plexity, development process complexity, and the difficulty of both technical and 

interface design. Our method predicts span time and effort at the start of a project 

or at any point during the development process as conditions change. It can also 

identify specific bottlenecks and poor levels of designer performance. 

Keywords: Project span time, Design effort, Timeliness, Complexity, Product 

development, Agent-based 

1 Background 

Many academics have looked into product development (PD) methods in an effort to 

cut down on product develop time. They have stated that better methods, such as con-

current engineering, agile methods, lean, and systems thinking, have improved PD pro-

cesses, and that information tools, such as computer aided drawing, computer aided 

engineering, and product life-cycle management, have improved design time [Wynn 

and Clarkson, 2018]. These tools have significantly enhanced engineering-in-the-small 

since small teams can easily coordinate because they utilize the same design tools, com-

municate easily, and solve problems rapidly. However, engineering-in-the-large where 

numerous companies and individuals work together, such as in the creation of an air-

craft, is still a challenge. The methods used in PD deal with novel creation, uncertainty 

due to incomplete information, and dynamics where technology changes and customer 

needs change. Additionally, a significant number of associated tasks frequently rely on 

data generated by other processes (interdependence). When tasks are interdependent, 

exchange of information is crucial for timely task completion. It is almost impossible 

to document and track communication events using a traditional scheduler. Traditional 
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scheduling typically uses a work breakdown structure to identify the effort of individual 

tasks, and then, optimizes the tasks on the critical path. According to a survey of 211 

firms, 55% of PD projects are not delivered on time [Edgett, 2011]. An organization 

suffers both financial and reputational harm when a product is delivered late. Therefore, 

timeliness is a vital performance metric for PD processes. 

Numerous studies have been conducted to accelerate PD processes; however, faster 

PD does not guarantee timeliness. The two primary obstacles to achieving timeliness 

are: (i) methods to estimate span time, and (ii) methods to manage complex PD pro-

cesses. Researchers have chosen two distinct approaches to resolve these issues: (a) 

improving scheduling, and (b) improving process flow through the use of suitable co-

ordination mechanisms (organization structure, communication methods, ...). If the pro-

cess is simple, scheduling techniques such as crashing are effective. However, most 

scheduling does not work well if the process is complex and has high task interdepend-

ency. The development of complex products requires highly specialised resources that 

are difficult to redeploy effectively, and if there is high task interdependency and if the 

critical path is dynamic, it is nearly impossible to do better scheduling.  

Computer modelling and simulation is the best method for studying dynamic pro-

cesses. Therefore, a computer-based PD process model was created that incorporated 

microlevel activities (technical work, interface development, design reviews, and com-

munication) and measured the resulting span time and effort with span time used to 

estimate timeliness. In the past, lack of computer power hindered the simulation of 

highly complex processes involving billions of calculations. Recently, computers with 

high processing speed and the capacity to manage large data sets have been available. 

The objectives of the proposed research were to investigate the effects of various pro-

cedural practises on timeliness, including rapid, efficient, and frequent communication 

as well as to investigate the effects of macrolevel managerial decisions regarding pro-

cess procedures and coordination mechanisms. 

2 Critical Literature Review and Gap Analysis       

Today, in order to stay ahead of the competition, it is not only necessary to provide 

superior products, but also to bring them to market on time and within budget. Timeli-

ness is highly dependent on the precise estimation of span time, which is difficult to 

forecast due to task dynamics and process complexity. Traditional methods for estimat-

ing span time, such as the Gantt chart, critical path method (CPM), and program eval-

uation and review technique (PERT), are severely inaccurate [Ballesteros-Pérez et al., 

2018]. Gantt charts and CPM cannot account for the many iterations due to rework and 

are based on estimates of average task time, which underestimates the distribution of 

possible task times as well as the longest possible task time. In the case of many con-

current tasks, span time should be determined by the duration of the longest task, not 

the duration of the average task [Savage and Markowitz, 2009]. 

The complexity of PD tasks makes it difficult to manage and coordinate PD pro-

cesses effectively. The most significant contributions to complexity are task interde-

pendence, uncertainty, and novel knowledge requirements [Wynn and Clarkson, 2018]. 
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As the complexity of PD increases, so does the need for communication based on 

knowledge and coordination [Zhang and Thomson, 2019]. McKinsey and Company 

[1994] found that exceeding the PD budget by 50 percent resulted in a 4 percent profit 

loss, whereas missing the target date by six months resulted in a 33 percent profit loss. 

Although researchers have recognized the need for faster PD and for developed meth-

ods to achieve it, few have stressed the need to achieve timeliness. 

Simulation has proven to be robust and effective in predicting the span time of dy-

namic and complex PD processes. Among different simulation techniques, discrete 

event and time-stepping Monte-Carlo approaches have been used most frequently 

[Wynn et al., 2006; Suss and Thomson, 2012]. One of the significant limitations is that 

they cannot model microlevel interactions between designers, such as communication, 

that plays a vital role in PD. A thorough understanding of the inner dynamics of the PD 

process is essential to developing a method that can predict span time accurately. We 

need a better understanding of how information exchange, PD process complexity, and 

organizational structure affect timeliness. Agent-based modelling has proven to be an 

ideal tool to capture microlevel communication and coordination. However, none of 

the existing agent-based PD models has focused solely on timely product delivery 

[Levitt et al., 1999; Zhang and Thomson, 2019]. Most of the mentioned research em-

phasizes faster product development. However, accelerating a task that is not on the 

critical path does not affect timeliness. Since it is impossible to track and manage the 

activities on a dynamic critical path, it is time to try a different approach. We need to 

investigate what happens when we allow people to organically interact and solve prob-

lems that arise at the microlevel.  

3 Knowledge Perspective 

We wish to model PD as a problem-solving exercise since PD is a learning exercise 

where many issues have to be resolved. The time required to resolve any problem de-

pends on two variables: the problem's complexity and the solver's expertise. The best 

characteristic to quantify these two elements is knowledge. 

3.1 Knowledge Ability 

We are aware that not all tasks demand the same amount of effort to complete. The 

amount of effort required to complete a task varies depending on a number of variables. 

How do we evaluate different tasks? Design reviews are used to appraise the quality of 

completed work. Depending on its quality, a task can either pass a review or be sent for 

rework. How do we determine a task's quality? These two questions can be answered 

by  modelling the PD process from a knowledge perspective. The knowledge required 

to complete a task determines the inherent difficulty of that task. Multiple studies have 

identified the relationship between knowledge, design quality and PD performance 

[Kim et al., 2013; Markham and Lee, 2014]. A research study compared two methods 

to estimate span time assessed against actual project durations. Using work breakdown 

structure resulted in a 27 percent error versus a 13 percent error when using a 

knowledge perspective [Zhang and Thomson, 2018]. 
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Instead of capturing every possible aspect of knowledge, our model focuses on the 

technical knowledge needed for designers to complete designs. We categorize technical 

knowledge as either general or product specific. General knowledge (GK) is acquired 

through formal education or systematic training. For example, the ability to carry out 

stress analysis on a component can be considered as GK for a mechanical engineer. 

Product knowledge (PK) is defined as knowledge related to the development of a par-

ticular product that is acquired by past experience. A designer’s PK anticipates issues 

regarding systems development and integration, and proactively suggests solutions. In-

dividual tasks create product subsystems. Designers with good PK have a high proba-

bility of completing designs that can be successfully integrated with other designs to 

form a system. PK is defined on a scale of 0-100% to provide flexibility during simu-

lation.  

3.2 Knowledge Requirements (Complexity) 

Complexity is the most significant factor that makes the PD process difficult. Complex-

ity is the metric that is used to exhibit the inherent difficulty of a task and is composed 

of technical complexity and integration complexity. Generally, the amount of effort is 

proportional to task complexity. From a knowledge perspective designs that require 

more knowledge (items and levels) are more complex. Designers need GK for technical 

development and PK for the integration of functions (interfaces).  

 
Fig. 1. Black box model of the PD process 

4  Case Study: Aircraft Manufacturing 

We partnered with an aircraft manufacturer that has a complex product and a very com-

plex PD process due to the large number of subsystems and the large number of partners 

that have design authority. The aircraft manufacturer uses a stage-gate process for de-

sign and development. Our model focuses on a part of the PD process known as the 

joint definition phase (JDP). In this phase, the manufacturer and its suppliers develop a 

detailed definition of the aircraft and organize the ownership and development of the 

required interfaces into functional groups or work packages (WPs) such as structures, 

systems, power, etc. A single supplier, known as the prime supplier, is responsible for 

defining the functionality of a subsystem and managing the interface development. In-

terface management deals with managing communication, coordination, and responsi-

bility distribution between subsystems. Interfaces are managed using interface control 

documents (ICDs). We consider the development of an ICD as performing a task. Our 

PD process model determines how project organization, process characteristics, and 

workflow can improve timeliness.  
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The aircraft manufacturer uses eight different ICD categories that are required to 

define all aspects of aircraft specifications. The eight ICD categories are treated as eight 

process streams. At first, these ICDs are created by designers. Then, they are sent to 

reviewers by integrators, who manage the PD process, to review the technical aspects 

of the design. The integrators are experts within the design team who perform an initial 

quality check and decide the sequence in the case of multiple reviews. Since ICDs im-

pact different aspects of the design, reviews and subsequent approvals take place across 

multiple WPs. If a design specification is not satisfactory from a technical or interface 

compatibility perspective, the design is sent for rework. After successful review, the 

interface design is sent for final approval to approvers. The process flow model of the 

manufacturer’s JDP is shown in Figure 2. The product development process model can 

be divided into four major tasks: create, review, approve, and rework. These events are 

discussed in detail in the following subsections.  

 
Fig. 2. PD Process flow model of activities for interface development during the JDP 

4.1 “Create” Event 

The JDP begins when ICDs are created by designers. There are a total of 394 designers 

spread across the 8 different ICDs. Designers mostly belong to supplier WPs. The cre-

ation of all 8 ICD types starts simultaneously as they use separate resource pools. It is 

important to note that designers not only create the ICDs, but also modify or correct 

them during rework. Therefore, there are instances when all designers are busy. If no 

designer is available, ICDs wait in a queue. We used ICDs as agents to store information 

related to knowledge requirements and capabilities. Whereas knowledge requirements 

are predetermined for each ICD, designer capability (knowledge level) is stored inside 

the ICD agent only after a designer is assigned to a task. This information is carried 

inside the agent for subsequent operations and is used in judging ICD quality. This in-

formation is stored as variables that can be changed dynamically during the simulation. 

For example, the knowledge capability of a designer increases through consultation 

with an expert. The ICD managed by a designer is updated automatically when a de-

signer’s new knowledge capability changes, as it is a major determinant of quality. A 

triangular distribution of effort in hours was obtained from the manufacturer and used 

to calculate effort. The effort to create an ICD is proportional to the knowledge differ-

ence between a task's knowledge requirement and a designer's capability. ICDs are then 

sent to reviewers via integrators who manage the process flow. Usually, there are inte-

grators both on the supplier side and the manufacturer side. The supplier integrator first 
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verifies the quality of the ICD before sending it to the manufacturer integrator. The 

manufacturer integrator decides the sequence of reviews by one or multiple reviewers. 

4.2 “Review” Event 

Reviewers check the quality of an ICD from both a technical and interface perspective. 

Due to the multidisciplinary nature of the ICDs, reviewers from multiple WPs need to 

verify the quality of an ICD from their perspectives. There are 206 reviewers in total. 

Some of the reviews are independent, while others are interdependent. A review is 

called independent when a reviewer from a WP is responsible for reviewing a single 

ICD type. The probability of passing a technical review is directly proportional to the 

general knowledge capability of a designer and inversely proportional to the technical 

complexity of the ICD. After a review is completed, a decision is made about whether 

an ICD should proceed forward or be sent for rework. In the case of interdependent 

reviews, reviewers often need to collaborate to ensure a consistent interface. 

 The need for collaboration depends on the integration complexity of the ICD. The 

higher the integration complexity, the higher the chance of requiring collaboration. Col-

laboration is done to ensure a consistent interface specification. There are generally two 

types of collaboration: vertical and horizontal. Vertical collaborations are done by re-

viewers from the same WP who work on different ICD types. Vertical collaboration 

meetings are held in pairs. Two reviewers from the same WP and working on two dif-

ferent ICDs meet and come to an agreement regarding the overlapping aspects of the 

design. Pairwise meetings continue until every reviewer is updated about the work of 

other reviewers in the same WP. In horizontal collaboration, all reviewers across mul-

tiple WPs and the designer in charge of the ICD meet to ensure all aspects of the design 

are satisfied. Reviewers from different WPs sometimes have conflicting objectives 

when making a design choice. For example, in choosing the material of a major com-

ponent, the structural engineer would be more biased toward selecting a heavier mate-

rial with high strength and rigidity. On the other hand, the engineer in charge of weights 

would be biased towards selecting a lighter material that would enable a higher payload. 

These collaboration meetings allow reviewers to discuss these differences and select 

the best design alternative. After collaboration, the reviewers decide if the ICD is con-

sistent with other ICDs from a product knowledge perspective. The probability of pass-

ing this quality test is equal to the designer’s product knowledge, which has a value 

between 0 and 1. The rationale behind this is that the greater the product knowledge of 

the designer who created an ICD, the better the chance of creating a consistent interface.  

4.3 “Approve” Event 

The final step in the JDP process is approval. During the approval process, an approver 

ensures that all the changes suggested in the previous steps are implemented properly. 

No collaboration is required for this step. The approvers from different WPs work in-

dependently to ensure that the design specifications are consistent from their point of 

view. The amount of effort it takes to approve an ICD is calculated in a similar way to 

calculating review effort. The probability of passing a quality test is equal to the de-

signer's level of product knowledge. The JDP is considered complete when ICDs from 

all 8 ICD types are approved. 
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4.4 “Rework” Event 

Rework begins when an ICD fails a quality test at any point during the JDP. The de-

signer with the highest level of technical knowledge is selected from the resource pool 

that created the ICD. Following rework, the ICD has a better chance of passing the 

quality test since the probability of passing is equal to the higher level of product 

knowledge of the new designer.  

However, there are times when the designer from the pool with the most technical 

ability knows less than the designer who previously worked on an ICD. A consultation 

with an expert is needed in these cases. During a consultation event, the designer with 

lower knowledge meets with an expert who belongs to the same knowledge domain and 

has a significantly higher knowledge level. Since the number of experts is limited, the 

designer must wait for an expert before starting a consultation. The increase in 

knowledge after consultation is proportional to the knowledge gap between the expert 

and the designer as well as to the duration of the consultation. Missed consultation 

events result in significant wasted effort that increase span time and total effort. Re-

worked ICDs after consultation are sent to integrators to continue the JDP process.      

5 Results 

In our case study, we tested different scenarios and compared them with a baseline 

scenario. Each scenario was run 100 times with a different initial seed to account for 

the randomness in the probabilistic input data. For the baseline scenario, the span time 

was 1729  213 hours and the total effort was 345,000  5,500 hours. On average, the 

standard deviation of span time was 12% and the standard deviation of effort was 2%. 

All results are relative in nature. We investigated the effects on span and effort for 

several scenarios using data from the case study. A few of them are discussed below.  

5.1 Varying Task complexity 

We investigated the impact of varying task complexity on span and effort. The use of 

new and improved technology is a good example of higher technical complexity. We 

tested 5 cases by lowering or increasing complexity in increments of 10% (Fig.3). For 

each 10% rise in complexity, there was a 6% increase in span time and a 4% increase 

in total project effort. 

5.2 Varying Designer Capability 

We investigated the effects of a more mature work force on productivity, time, and 

effort. We increased designer knowledge level by 20% compared to the baseline 

knowledge level of 100% and we observed about a 2% reduction in span time and about 

a 6% reduction in total effort for each incremental change in knowledge (Fig. 4). 
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Fig. 3. Effect of varying task complexity on span time and effort. 

 

 

Fig. 4. Effect of varying designer capability on span time and effort. 

5.3 Delayed Start of a Bottleneck Resource  

Negotiations can often result in the delayed start of a resource. If it is a bottleneck 

resource, the effects on span time and effort are disastrous. We tested 2 delay points (3 

and 6 months) and compared them with the baseline for span time. We observed that, 

for a 3-month delay, the span time increased by about 9.3% from 1730 hours to 1890 

hours (Fig. 5). For a 6-month delay, the span time was 2140 hours, an increase of 23% 

from the baseline. Total effort was unchanged as the delayed start did not add work. 

5.4 Adding More Resources to Bottleneck Tasks  

Finally, we wanted to study the effect of adding more resources to bottleneck tasks at 

different points, such as the beginning or midpoint of the PD process, compared to the 

baseline case. The span time decreased by about 24% when we added 20% more re-

sources at the beginning (Fig.6). When we did the same at the halfway point, the 
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improvement dropped to 18%. There was no significant change in total effort because 

the amount of work in all three test cases remained constant. 

 

 

Fig. 5. Effect of delayed start of a bottleneck resource on span time and effort. 

 

 

Fig. 6. Effect of adding more resources to bottleneck tasks on span time and effort. 

6 Conclusion 

Modelling PD processes using a knowledge perspective worked well. Simulations of 

an actual PD process gave results that were consistent in the estimation of span time 
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and effort for variations of different process characteristics. We found that increasing 

task complexity increases both span time and effort, and increasing designer capability 

reduces both span time and effort. We also learned that delayed start of a bottleneck 

resource increases span time drastically.  

The knowledge perspective model was able to estimate span time and effort, and 

thus, on time delivery of PD for complex, dynamic processes. The model can help man-

agers to determine the impact of decisions on the timeliness of project outcomes. Man-

agers can estimate the effect of technology (complexity) and resource maturity (capa-

bility) on future projects. The methodology will work on any type of project where 

knowledge is an appropriate characteristic to model the difference between product re-

quirements and resource capability. In the future, we would like to extend the method-

ology to the entire PD process. This method can also be used for other coordination 

mechanisms such as agile methods. 
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